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Project Vision

Bring the power and flexibility of natural language processing to software 
documentation

● Create a POS Tagger for Software documentation that will tag both English 
and parts of code, even when mixed heavily.

● Wide Reaching Benefits
○ More data for training natural language ⇔ code generation
○ Ability to infer information from documentation
○ Possible auto generation of documentation



Conceptual / Visual Sketch



System Design - Pipeline



Pipeline - HTML Scraper and Parser

Results in:



Pipeline - Tokenizer & ssplit

Results in:



System Design - Pipeline
Results in:

Intermediate:



System Design - Pipeline



Semester Schedule

● February
○ Completion of data gathering pipeline

■ Tokenizer
■ Interleaving of Pipeline (automatic connections with transparent intermediate stages)

● March
○ Training Regime

■ Choose Training Method
○ Iteration

■ Train, Test, Repeat
● April

○ Final Iteration
○ Aid in research paper writing



Technical Issue 1: Gathering & Tagging Data

● How do we gather large 
amounts of data?

○ HTML Scraping
● How do we segment the 

process for multiple 
workers?

○ Create a “pipeline”
● How do we differentiate 

between code and text?
○ Use the HTML semantics to 

sort between the two
○ Open question



Technical Issue 2: Training a New Model

● Data Formatting
○ Format for training the model 
○ Model auto adapts to new tags
○ Errors in auto tagging can have a ripple effect on the model

● Training infrastructure
○ Training on GPU racks
○ Important that training is efficient as possible

● Output of Model
○ Model outputs xml of tags and values
○ We can grade output with grading software

 



Technical Issue 3: Selection of New PoS Tags

● How do we determine what the new 
tags should include?

○ Common parts of programming and 
concepts

○ Programming “punctuation”
● What about tokens in text that have 

counterparts in code?
○ Differentiated based on surrounding 

context (e.g. HTML) and have different 
tags

● Will this extended tag set lead to an 
accurate model?

○ We believe so, but that is what we will 
find out as the project and research 
continues

. . .



Conclusion

Questions?

Email Addresses:

● Joseph Naberhaus - Project Lead (naberj@iastate.edu)
● Group Email - sdmay21-35@iastate.edu


